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Abstract
The biopsychosocial model of challenge and threat (BPS-CT) is a powerful framework linking psychological processes 
to reliable patterns of cardiovascular responses during motivated performance situations. Specifically, the BPS-CT poses 
challenge and threat as two motivational states that can emerge in response to a demanding, self-relevant task, where greater 
challenge arises when perceived resources are higher than demands, and greater threat arises when perceived resources 
are lower than demands. By identifying unique patterns of physiological responses associated with challenge and threat, 
respectively, the BPS-CT affords insight into subjective appraisals of resources and demands, and their determinants, dur-
ing motivated performance situations. Despite its broad utility, lack of familiarity with physiological concepts and difficulty 
with identifying clear guidelines in the literature are barriers to wider uptake of this approach by behavioral researchers. 
Our goal is to remove these barriers by providing a comprehensive, step-by-step tutorial on conducting an experiment using 
the challenge and threat model, offering concrete recommendations for those who are new to the method, and serving as 
a centralized collection of resources for those looking to deepen their understanding. The tutorial spans five parts, cover-
ing theoretical introduction, lab setup, data collection, data analysis, and appendices offering additional details about data 
analysis and equipment. With this, we aim to make challenge and threat research, and the insights it offers, more accessible 
to researchers throughout the behavioral sciences.
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Introduction

The biopsychosocial model of challenge and threat (BPS-
CT1; Blascovich & Mendes, 2000, 2010) is a framework 
for studying motivational states and their affective, cog-
nitive, and situational antecedents. The model contrasts 
challenge and threat, two motivational states that emerge 
based on an individual’s subjective appraisal of resources 
versus demands during a motivationally self-relevant and 
demanding situation or task. Despite their discrete labels, 
challenge and threat occupy opposite ends of a continuum, 

with greater challenge arising when perceived resources are 
higher than demands, and greater threat occurring when per-
ceived resources are lower than demands (Blascovich, 2008; 
Blascovich & Tomaka, 1996; Seery, 2013).

The power of the BPS-CT comes from its basis in physi-
ological processes. While both challenge and threat are char-
acterized by increased physiological activation indicative of 
engagement in a demanding, self-relevant task, the specific 
patterning of these autonomic and neuroendocrine changes 
differs in identifiable and meaningful ways (Table  1). 
Tracking these patterns can provide insight into subjective 
appraisal of resources and demands, thereby providing a 
valuable complement to subjective measures, particularly 
where participants may be unwilling or unable to provide 
self-reports (Blascovich, 2008; Seery, 2013).
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Getting started with physiological indices and measure-
ment techniques, however, can be daunting to those without a 
background in physiology or practical experience with physi-
ological equipment. Indeed, existing resources often assume 
some level of physiological knowledge. Even those who are 
familiar with psychophysiology may be discouraged by a lack 
of centralized, concrete, and detailed information regarding 
methods (especially data processing and analysis) in the chal-
lenge and threat literature, because the relevant information 
that has been published is scattered over numerous journal 
articles and book chapters, posing a barrier to researchers hop-
ing to incorporate these methods into their research program.

This paper aims to address these problems, with the goal 
of making challenge and threat research more accessible to 
researchers throughout the behavioral sciences, especially 
those with no prior knowledge or experience in psychophysi-
ology. To that end, we provide a comprehensive, step-by-
step tutorial on conducting a challenge and threat experiment 
from the design stage to data analysis, with detailed appen-
dices and concrete examples. By the end of this tutorial, 
and selective review of the primary works referenced here, 
a researcher should have a solid foundation in challenge and 
threat research and cardiovascular psychophysiology more 
generally.

For those who are new to challenge and threat research, 
the tutorial can be read in the order presented. For those 
looking for a refresher on a particular area or direction to 
further resources, the topics are divided as follows.

Part I includes a brief review of the BPS-CT, its advan-
tages and limitations, and applicability to various areas of 
behavioral research. This section also provides an overview 
of cardiovascular psychophysiology, its underlying logic, 
and the advantages and limitations of employing physiologi-
cal measurements.

Part II provides a comprehensive guide to setting up your 
lab and choosing measurement hardware and software.

Part III discusses experiment design and elaborates on 
data collection.

Part IV covers data processing and analysis, and provides 
an overview of the various cardiovascular indices involved 
in challenge and threat research.

Appendix A lists all relevant acronyms. Appendix B pro-
vides supplementary information about data processing to 
complement software documentation. Appendix C offers a 
review of commonly needed items.

Part I: Cardiovascular psychophysiology 
and the biopsychosocial model of challenge 
and threat

What is psychophysiology and why is it useful?

Challenge and threat research belongs to the broader field of 
psychophysiology. Psychophysiologists study phenomena of 
psychological interest, such as affect, cognition, and motiva-
tion, as they are related to and revealed through physiologi-
cal processes (Cacioppo et al., 2007). Unlike related fields 
such as psychobiology, psychophysiology emphasizes social, 
psychological, and behavioral processes, rather than lower-
level physiological mechanisms.

In general, psychophysiological research (and thus chal-
lenge and threat research) operates under the central axiom 
that mental phenomena derive from the structure and activ-
ity of the brain and nervous system. In other words, mental 
processes are embodied phenomena, with measurable physi-
ological correlates. Through careful experimentation and logic, 
psychophysiologists aim to learn about unobservable mental 
processes by measuring their attendant physiological variables 
(Cacioppo & Tassinary, 1990; Cacioppo et al., 2007).

Psychophysiologists focus on the physiological system 
that best suits their research question (Cacioppo et al., 2007). 
One such system is the cardiovascular system, which has 
been shown to carry rich information about motivational 
and stress-related processes, and is the system on which the 
BPS-CT centers (Blascovich & Mendes, 2000; Blascovich & 
Tomaka, 1996). Specifically, cardiovascular psychophysiol-
ogy involves measuring or estimating parameters related to 
the heart (e.g., heart rate, stroke volume) and the vascular 
system (vasoconstriction/dilation) to index psychological 
processes. By examining changes in several cardiovascu-
lar indices (discussed below), challenge and threat can be 

Table 1  Physiological profiles of challenge and threat

Cardiovascular Index Reactivity associated with greater challenge (change 
from baseline to task)

Reactivity associated with greater threat 
(change from baseline to task)

Cardiac output (CO) Increase Decrease or no change
Total peripheral resistance (TPR) Decrease Increase or no change
Challenge and Threat Index (CTI) Higher scores Lower scores
Heart rate (HR) Increase (prerequisite for task engagement) Increase (prerequisite for task engagement)
Pre-ejection period (PEP) Decrease (prerequisite for task engagement) Decrease (prerequisite for task engagement)
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differentiated, allowing for the investigation of their social, 
cognitive, and affective antecedents.

Complementing self-report measures of subjective expe-
rience, well-defined, validated, and theoretically grounded 
physiological measures offer a number of practical benefits, 
owing to their continuous, online, and covert nature (Blas-
covich & Mendes, 2010). Continuous measures can capture 
bodily responses as they unfold over time, thereby providing 
insight into the dynamics of psychological experiences better 
than discrete self-report measurements. Relatedly, physiologi-
cal responses are measured online, in real time, while subjec-
tive measures are often necessarily recorded before or after the 
event or process of interest has taken place. The BPS-CT and 
other psychophysiological models can therefore circumvent 
certain biases that arise when participants are asked to fore-
cast, remember, or reflect on their experiences. Physiological 
measures also help overcome a related difficulty, in that they 
are sensitive to mental and physiological changes to which a 
participant may not have introspective access, and thus cannot 
report (Blascovich et al., 2011). Lastly, physiological meas-
ures are considered covert because participants typically do 
not actively monitor and adjust their responses.2 This is par-
ticularly useful when investigating issues where impression 
management is a concern (e.g., intergroup interactions; Frings 
et al., 2012; Mendes et al., 2002; Mendes, Gray, et al., 2007).

Despite these advantages, it is important to note that 
physiological measures are not inherently better indices of 
psychological constructs than any other. Rather, their value 
depends on the theoretical foundation and empirical work 
used to establish their validity. Cacioppo and colleagues 
(1990; 2007) offer a comprehensive framework for under-
standing the strength of the relationship between psycho-
logical variables and physiological responses, which in turn 
determine the strength of inference that can be drawn about 
the former from the latter. In the ideal case, there would be 
an invariant (one-to-one) relationship between variables in 
the psychological and physiological domains, but in practice 
researchers must make use of less definitive, but still use-
ful, relationships between index and construct. In the case of 
challenge and threat research specifically, the BPS-CT aims 
to tighten the relationship between physiological index and 
psychological construct by limiting the inferential context to 
motivated performance situations, and using a pattern of mul-
tiple physiological measures. We direct readers to Cacioppo 
et al. (2007) for more information about the logic of psy-
chophysiological inference in general, and Blascovich et al. 
(2011) for details pertaining to the BPS-CT specifically.

Autonomic and neuroendocrine influences 
in cardiovascular psychophysiology

To better understand cardiovascular psychophysiology, and 
the threat and challenge constructs, it is important to have 
some fundamental knowledge of the major physiological 
systems involved, namely the autonomic nervous system 
and the neuroendocrine system.

The autonomic nervous system (ANS) is the body’s pri-
mary regulatory system, controlling a wide range of physi-
ological processes including heart rate, respiration, and 
digestion. Because the ANS orchestrates bodily changes in 
response to a variety of mental processes, it is a primary sys-
tem of interest not only in cardiovascular psychophysiology, 
but psychophysiology in general.

The two subsidiary branches of the ANS, the sympathetic 
and parasympathetic nervous systems, have diverse func-
tions and interactions throughout the body.3 In instances 
of heightened motivation and arousal, sympathetic activ-
ity predominates, resulting in the “fight-or-flight” response, 
in which bodily responses oriented towards mobilizing 
resources occur, such as increased heart rate and raised 
blood glucose levels. This response is largely orchestrated 
by a sub-system of the sympathetic branch, known as the 
sympathetic-adrenal-medullary (SAM) axis, which controls 
the release of epinephrine from the adrenal medulla. With 
respect to the cardiovascular system, its main effects are to 
increase heart rate, blood pressure, and the contractile force 
of the heart. This is a fast-acting system, capable of reach-
ing peak activation within seconds of the eliciting stimulus 
or mental event.

The SAM axis is not the only system involved in the 
body’s response to high motivation and arousal. The 
hypothalamic–pituitary–adrenal (HPA; also known as 
pituitary–adrenal–cortical or PAC) axis, one of the body’s 
primary neuroendocrine systems, modulates the body’s 
response by releasing cortisol from the adrenal cortex. This 
cortisol release may inhibit epinephrine-mediated vasodila-
tion, leading to higher blood pressure when the HPA and 

2 Although research does suggest that meditation and breathing tech-
niques can impact physiological reactions via activation of the vagus 
nerve (e.g., Ditto et al., 2006), participants are typically unaware of or 
unlikely to employ such techniques unless instructed to do so as part 
of the experimental design.

3 The sympathetic and parasympathetic nervous systems were 
originally defined anatomically, and a succinct description of their 
function is difficult given their various effects on end organ activ-
ity (Jänig, 2006). Similarly, it is worth noting that the commonly 
held notion of broadly antagonistic effects between the two systems 
misrepresents the fact that relatively few tissues are innervated by 
both systems, and modes of interactions vary in those that are (see 
Sect.  1.3 in Jänig, 2006). Antagonism does occur in the cardiovas-
cular system (e.g., heart rate, contractility, and vasodilation/vaso-
constriction), but this does not mean that sympathetic and para-
sympathetic control is reciprocal, where only one system dominates 
at a given time. Rather, autonomic cardiovascular control is better 
described by a bivariate model, allowing for sympathetic and para-
sympathetic activation to covary positively, negatively, or vary inde-
pendently (Berntson et  al., 1993, 1994a, 1994b; Cacioppo et  al., 
1994).
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SAM axes are co-activated (Blascovich, 2008). In contrast 
to the SAM axis, these measurable effects of HPA activation 
and subsequent cortisol release unfold more slowly. It should 
be noted, however, that a long period of exposure is not a 
requirement for HPA axis activation. In other words, both 
HPA and SAM responses can be elicited by a brief period 
of high motivation and arousal.

In general, stress responses of this kind can be considered 
either adaptive or maladaptive, depending on their duration, 
intensity, and overall effect on the well-being of the indi-
vidual, and activity of the HPA axis is considered key to 
this distinction (McEwen, 1998, 2004). While HPA activity 
can be adaptive in the short term (e.g., by promoting the 
mobilization of glucose in the bloodstream), heightened and/
or prolonged HPA activity has been implicated in a variety 
of negative outcomes, including increased allostatic load, 
depression, and cardiovascular disease (Juster et al., 2010; 
McEwen, 1998, 2004).

The biopsychosocial model of challenge and threat 
(BPS‑CT)

Challenge and threat theory emerged directly from Dienst-
bier’s (1989) work on physiological toughness in rodents and 
Lazarus and Folkman’s (1984) cognitive-appraisal theory. 
Dienstbier (1989) found that rodents that thrived in threat-
ening environments exhibited activation of the SAM axis, 
whereas those that languished demonstrated both SAM and 
HPA activation. Although researching rodents, Dienstbier 
saw a connection between his findings and the way Lazarus 
and Folkman (1984) were theorizing about stress in humans 
– specifically that there are clear individual differences in 
patterns of responding to potentially stressful stimuli. In 
their cognitive-appraisal theory or transactional model of 
stress, Lazarus and Folkman and colleagues (Folkman et al, 
1986; Lazarus & Folkman, 1984) emphasized (as the name 
suggests) that stress emerges from a complex transaction 
between the individual and environment. In other words, we 
can understand individual differences in responses to poten-
tially stressful stimuli as following from individual differ-
ences in cognitive appraisals applied to the situation. The 
first, or primary, appraisal is whether this stimulus is self-
relevant. In other words, is this stimulus harmful, challeng-
ing, or threatening to me? Next, a secondary appraisal pro-
cess unfolds in which the individual evaluates the demands 
of the situation and whether they have the coping resources 
to meet these demands.

The BPS-CT integrates and builds on both of these 
research traditions while containing several key departures. 
Drawing on Lazarus & Folkman’s work, the BPS-CT simi-
larly considers the role of both the situation and the individ-
ual in determining patterns of physiological reactivity. The 
BPS-CT translates the neuroendocrine patterns identified by 

Dienstbier into the human cardiovascular context, identify-
ing reliable patterns of reactivity (described below) indica-
tive of the relative activation of the SAM and HPA axes and 
their accompanying psychological states, termed challenge 
and threat.

The BPS-CT differs from the transactional model of 
stress in several important ways. Whereas Lazarus & Folk-
man discuss appraisals as conscious cognitive meaning mak-
ing processes, the BPS-CT considers appraisal processes to 
occur automatically without deliberation (Blascovich, 2008; 
Seery, 2011; Weisbuch-Remington, et al., 2005). At times, 
the term “evaluations” is used to emphasize this difference. 
The BPS-CT also explicitly limits the scope of its evalua-
tion to “active coping” (Blascovich, 2008, 2013), or coping 
within contexts that are not only self-relevant, but require 
a cognitive and/or behavioral response on the part of the 
individual (Obrist, 1981). Thus, the cardiovascular indices 
of challenge and threat must be assessed within the context 
of what is termed a “motivated performance situation,” one 
in which the condition of self-relevance is met and an active 
response is required. In other words, the task must induce 
cognitive and/or behavioural engagement toward a goal that 
is perceived as relevant to the participant. Such engagement 
is termed task engagement, can be indexed through cardio-
vascular measures, and is a physiological prerequisite for 
relative challenge or threat. Common motivated performance 
tasks designed to induce task engagement include preparing 
and giving a short speech (e.g., on why one would be a good 
friend or employee), completing word or visual puzzles, and 
mathematical computations. Given the evaluative nature of 
laboratory experiments, whether conducted in the presence 
of real or imagined others, most performance based tasks 
are likely to qualify as motivated performance situations 
with the potential to elicit task engagement. The BPS-CT, 
however, does not apply to “passive coping” (Obrist, 1981) 
situations, which do not require a response to the potentially 
stressful stimulus (e.g., watching a video).

The theories also differ in their use of the terms chal-
lenge and threat; while the transactional model considers 
challenge and threat to be part of the primary appraisal 
process contributing to the appraisal of self-relevance, the 
BPS-CT considers these to be the outcomes of the evalua-
tions – first of self-relevance and the need for action (e.g., 
are the conditions of task engagement met?) and then of 
the ratio of resources relative to demands in the motivated 
performance situation. Demands may include danger, uncer-
tainty, novelty, and required effort (Blascovich & Mendes, 
2000). Resource evaluations involve relevant knowledge and 
abilities, dispositional characteristics (e.g., self-esteem, opti-
mism), and external support. What is key is the resulting 
ratio, or relative balance, of these demands to resources, 
which may be influenced by subconscious stimuli (Weis-
buch-Remington et al., 2005), personality characteristics 
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(Tomaka & Magoc, 2021), and social evaluation processes 
(Mendes, et al., 2001).

These evaluations, and the resulting ratio, are automatic, 
dynamic, and iterative rather than static (e.g., Quigley, 
et al., 2002); as the situation itself and/or one’s evaluation 
of it changes, so will autonomic nervous system activation. 
Reflecting this dynamic and relative ratio of situational 
demands to resources, the challenge and threat model can 
best be thought of as a continuum lying between these two 
poles, rather than as dichotomous and discrete psychophysi-
ological states (Seery, 2013).

To summarize, the BPS-CT posits that, when faced with 
a self-relevant situation that requires an active response (a 
motivated performance situation), individuals make auto-
matic evaluations or appraisals as to the demands of the 
situation and the resources they have available to meet 
those demands. When resources are appraised as high rela-
tive to demands, a motivational state of challenge emerges. 
When situational demands are appraised as low relative to 
demands, a motivational state of threat emerges. Accord-
ing to the BPS-CT, these motivational states can be indexed 
by the specific patterns of reactivity in the autonomic and 
neuroendocrine systems already described. Specifically, the 
challenge end of the continuum is associated with increased 
activation of the SAM axis, whereas threat is marked by 
activation of both the SAM and HPA axes.

In order to infer the relative activation of these two sys-
tems, and thereby distinguish challenge and threat (assuming 
participants are adequately engaged in the task), the BPS-
CT employs peripheral measures of cardiovascular reactiv-
ity4 focusing on changes in cardiac efficiency and vascular 
resistance. Challenge is characterized by adaptive patterns 
of cardiovascular reactivity (similar to those observed when 
engaging in cardiovascular exercise) including increased car-
diac output (CO) and decreased total peripheral resistance 
(TPR). This means that the heart is pumping more blood 
per minute and that the veins and arteries have expanded to 
accommodate this additional blood flow. Threat, however, 
is characterized by little change in CO and an increase in 
TPR (Table 1; Blascovich & Mendes, 2010). Little change in 
both measures in the presence of task engagement may also 
be consistent with threat (Wormwood et al., 2019). Because 
the vessels do not expand to accommodate faster and more 
forceful heart contractions, vascular resistance (TPR) can 

increase, but the overall amount of blood pumped by the 
heart (CO) does not increase.

The BPS-CT thus offers a means of distinguishing 
between different high arousal states using multiple meas-
ures (Blascovich, 2008; Blascovich & Kelsey, 1990; Blas-
covich & Tomaka, 1996; Cacioppo & Tassinary, 1990), and 
the utility of this approach for psychological and behavioral 
research has been demonstrated by its application across 
a variety of phenomena. Social psychological examples 
include intergroup relations (Mendes et al., 2002), stereo-
type threat (Hoyt & Blascovich, 2010; Vick et al., 2008), 
and interactions with stigmatized others (Blascovich et al., 
2001). Intrapsychic examples include predicting future per-
formance (Behnke & Kaczmarek, 2018; Blascovich et al., 
2004; Seery et al., 2010), expectancy violation (Mendes, 
Blascovich, et al., 2007), reappraisal and framing (Jamieson 
et al., 2012; Seery et al., 2009), and decision making (Kas-
sam et al., 2009).

In sum, the BPS-CT presents a flexible, validated, and 
relatively accessible approach to investigating motivational 
states across a wide variety of different motivated perfor-
mance situations. Our goal is to make the practical aspects 
of this approach more readily achievable for everyone.

Part II: Lab setup, hardware, and software

Parts II and III guide the reader through the process of con-
ducting a study using the BPS-CT, laid out in chronological 
order from lab setup to data collection. Appendix C lists all 
suggested items to acquire.

First considerations

Employing cardiovascular electrophysiology in your 
research program may involve difficulties not typically 
encountered when using other behavioral research methods. 
Certain factors should therefore be considered at the outset, 
in order to determine whether this methodology is appropri-
ate for your lab or research question.

First, continuous, online physiological measurement 
requires specialized equipment and software, which neces-
sitates a more significant financial investment than do typi-
cal self-report and behavioral measures. While prices vary 
between suppliers, a full setup can cost upwards of several 
thousand US dollars, and reach much higher if continuous 
blood pressure measurement is desired (see Blood Pressure 
(BP) below). In addition to this initial investment, there are 
also the recurring costs of electrodes (if using disposable 
electrodes), conductive gel, and other consumables to con-
sider. While some of these costs can be reduced somewhat 
by sharing equipment amongst collaborators, funding is still 
a necessary consideration.

4 Note that measuring cardiovascular activity is not the only way 
of indexing autonomic and neuroendocrine activities relevant to the 
BPS-CT. Some researchers may be interested in measuring cortisol 
and alpha-amylase, which can be used to infer HPA axis and ANS 
activity, respectively, albeit at much longer sampling intervals than 
cardiovascular methods (Ali & Nater, 2020; Blascovich et al., 2011; 
Cacioppo et al., 2007; Kirschbaum & Hellhammer, 1989).
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In addition to monetary concerns, getting started with 
psychophysiological methods requires an investment of time 
and energy. Beyond that necessary to familiarize oneself 
with the equipment and procedures in this tutorial, recording 
physiological data can sometimes be challenging even for 
experienced researchers, and thus a fair amount of hands-
on time will be necessary to train and supervise research 
assistants to ensure that high-quality data are collected (see 
Part III—> Experiment planning—> Training RAs). While 
conducting experiments, additional time ranging from 10 
to 30 min per session must be budgeted for setting up and 
affixing equipment, and further allowances may be necessary 
for troubleshooting technical issues. Even relatively simple 
studies will likely require a minimum of hour-long sessions, 
in addition to extra time cleaning and preparing between par-
ticipants. Post-collection, the resulting cardiovascular data 
need to be processed by a practiced researcher or research 
assistant, and the time required to manually process materi-
als for each participant file (e.g., see Part IV—> Data clean-
ing and preprocessing—> Marking the B point; Censoring 
waveforms), should be considered in your planning.

Lastly, psychophysiological measures can be quite sen-
sitive to the experimental environment. As a result, the 
recording environment needs to be relatively quiet and spa-
cious enough to house the participant, hardware, computer, 
and potentially several other people (e.g., confederates) if 
required by your design, and it should maintain a comfort-
able temperature. It should ideally be located away from 
large sources of electrical interference such as HVAC units 
and elevator motors (Curtin et al., 2007).

Equipment and lab setup

The following sections provide an overview of the basic 
requirements of a psychophysiology lab and describe the 
proper use of equipment and software. The goal is to help 
researchers make informed decisions when outfitting their 
lab for the first time. Broadly speaking, a psychophysiology 
research setup consists of the following components:

Lab space – quiet, spacious, maintained at a comfortable 
temperature, and free from major sources of electrical inter-
ference. The room must be large enough to comfortably fit 
the participants, the researcher and any confederates, during 
both setup and data collection (if necessary), while ensuring 
the space is organized so as to avoid barriers or hazards (e.g., 
from wires). Since various devices can produce electromag-
netic interference, it is a good idea to keep the physiological 
measuring equipment at least 18 inches away from comput-
ers (particularly power supplies and monitors), power cords, 
and speakers. The experiment should also be in a private 
location given the need for participants to lift their shirts to 
attach equipment.

During data collection, researchers may wish to remain 
nearby in order to monitor and intervene as needed to ensure 
smooth and continuous data collection. Should you prefer 
that the participant be left alone during the experiment, you 
may need to design creative solutions to create a second 
monitoring location, such as making partitions with pri-
vacy screens or setting up a remote control room. Either 
case requires a wired connection between the physiological 
equipment and a computer at the second location for data 
recording and real-time inspection of signals, as well as a 
means of controlling a stimulus computer if applicable (see 
below). If opting for a remote control room, you will also 
need a means of monitoring the participant with video and 
audio, and may also require an intercom system for com-
municating between the two rooms.

Computers – at least one stable computer with up-to-date 
specifications and sufficient storage for recording, storing, 
and analyzing physiological signals. Dedicating one com-
puter to data collection is advised in order to continuously 
monitor incoming signals. Depending on your task, more 
computers may be necessary or desirable. For instance, your 
task design may require a dedicated computer for automated 
stimulus presentation, in addition to the one recording the 
data, or you may opt to use a laptop for portable data record-
ing and conduct data analysis with a desktop workstation. If 
requiring participants to fill out surveys or do other behav-
ioral tasks, an additional laptop or tablet may be necessary.

Hardware transducers and amplifiers – hardware units 
that measure and amplify physiological signals and convert 
them to a digital format readable by a computer. These sys-
tems are explained in detail in the following sections (Elec-
trocardiography (ECG), Impedance cardiography (ICG), 
Blood Pressure (BP)).

Recording software – software that interfaces with ampli-
fiers to record signals, often sold with hardware amplifiers 
(explained in detail in Choosing software below).

Analysis software – software used to process signals and 
extract variables of interest, often but not necessarily the 
same as recording software (explained in detail in Choosing 
software below).

Choosing hardware

While many standalone devices exist for recording each of 
the cardiovascular measures required here, the most conveni-
ent solution for outfitting your lab will likely be a modular 
research system. These systems, which consist of a central 
unit and removable modules, allow for simultaneous record-
ing of the necessary signals and customization to suit the 
needs of your study. Additionally, new modules can be sub-
sequently added to expand the capabilities of your system to 
meet future research needs.
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At the time of writing, two such systems are best suited 
for acquiring the physiological signals implicated in chal-
lenge and threat research: the MP Research System from 
Biopac Systems Inc. (Goleta, California) and the Bionex 
System from Mindware Technologies LTD (Gahanna, 
Ohio). These systems are recommended because they offer 
modules for all three of the required techniques – electro-
cardiography, impedance cardiography, and non-invasive 
blood pressure. These systems also offer options for ambu-
latory measurements, as well as recording within a scan-
ning (fMRI) environment. Other modular systems, such as 
the PowerLab system from ADInstruments (Dunedin, New 
Zealand), can also be made suitable with the addition of an 
impedance cardiography system (see Impedance cardiogra-
phy (ICG) below) from another manufacturer, such as the 
VU-AMS (Vrije-Universiteit Amsterdam). Interested read-
ers are directed to Jennings and Gianaros (2007) for further 
information about choosing a hardware vendor. Regardless 
of the research system chosen, the basic operating principles 
will remain the same.

Biosignals and filters

It is important to understand some fundamental concepts 
regarding the physiological signals you will be collecting 
and analyzing during your challenge and threat study. In 
essence, psychophysiological research entails capturing, 
analyzing, and interpreting biosignals—fluctuations of 
energy produced by a physiological process over time (e.g., 
changes in an electromagnetic field caused by contraction of 
the heart; Semmlow, 2018). Capturing biosignals requires 
a device capable of detecting and transducing these energy 
fluctuations into an analog electrical signal. This analog sig-
nal is sampled many times per second (the sampling rate) 
and the resulting values produce a digital time series, which 
is a list of values stored in chronological order that can be 
saved and manipulated by a computer. Plotting this series 
of values against time produces a waveform, such as the 
familiar electrocardiography (ECG) waveforms depicted in 
Fig. 1a.

When capturing and analyzing these time series, filters 
are commonly applied in order to attenuate certain prob-
lematic or irrelevant components of the signal and improve 
its interpretability. In order to understand how filters work, 
it is useful to understand that any periodic (repeating) sig-
nal can be represented as the sum of a number of simple 
sine waves of different frequencies and amplitudes (Fouri-
er’s theorem). The frequency of a periodic signal is simply 
the number of times it repeats over a given time interval, 
typically expressed in Hz (repetitions per second). Figure 2 
demonstrates how several waves of different frequencies 
sum to form a more complex waveform. As such, applying 
a filter can be thought of as reducing the contribution of 

a subset of these component waves to the overall wave-
form. Depending on their specific parameters, filters can 
be designed to attenuate a wide range of components (e.g., 
all frequencies above 60 Hz) or a very limited range (e.g., 
a narrow band of frequencies centered on the power line 
frequency).

Filtering is a powerful means of increasing the signal-to-
noise ratio of a recording, but can cause significant distor-
tions and loss of information when used improperly (Luo 
& Johnston, 2010). It is therefore important to understand 
the difference between analog (online) filters applied at the 
recording stage, and digital (offline) filters applied at the 
analysis stage. At the recording stage, analog filters embed-
ded in your recording hardware are useful for removing 
unwanted frequency components at the source, before the 
analog signal is converted to a digital signal. While useful, 
this means that hardware filtering should be applied care-
fully, as problems introduced at this stage cannot be fixed 
later. Digital filters are discussed in Part IV—> Data clean-
ing and preprocessing—> Digital filtering.

The basic filter types (applicable to both analog and digi-
tal filters) are described below:

Low-pass (LP): Attenuates frequencies above a cutoff 
point. For instance, a low-pass filter at 60 Hz means that 
frequencies lower than 60 Hz are allowed to pass through 
(hence “low-pass”), while frequencies above this value 
are attenuated. Figure 3a depicts a digital low-pass filter 
applied to an ECG signal contaminated with simulated 
high-frequency noise.

Fig. 1  Sample raw waveforms (ECG,  Z0, dZ/dt, BP)
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High-pass (HP): Attenuates frequencies below a cutoff, 
while allowing frequencies above to pass through. Fig-
ure 3b depicts a digital high-pass filter applied to an ECG 
signal with simulated baseline drift.
Band pass: Attenuates frequencies above and below a 
specified range, acting like a high-pass and low-pass filter 
put together.
Band stop: Attenuates frequencies within a specified 
range, allowing frequencies above and below to pass 
through. Band stop filters which attenuate a narrow range 
of frequencies around a target frequency (e.g., 60 Hz) are 
known as notch filters.

Electrocardiography (ECG)

Electrocardiography (ECG or EKG) is used to record 
the electrical activity of the heart using electrodes 
placed on the skin. These electrodes detect small 
changes in electrical potential at the skin caused by 
muscular activity (typically in the range of millivolts, 
mV), which are subsequently amplified and recorded 
as a digital time series. By placing these electrodes in 

an arrangement which triangulates the heart, the activ-
ity of the cardiac muscles (producing the prototypical 
ECG waveform; Fig. 1a) can be detected. It is important 
to realize, however, that ECG detects activity from all 
kinds of muscular activity, not just the heart, and is 
therefore susceptible to contamination by participant 
movement (“movement artifacts”).

The record of cardiac activity over time that ECG pro-
vides is necessary for deriving heart rate (HR) and pre-
ejection period (PEP) – two measures necessary for inves-
tigating challenge and threat. Heart rate (the frequency at 
which the heart beats) can be extracted from the ECG signal 
alone, while pre-ejection period (the time between electrical 
activation and contraction of the ventricles) requires both 
the ECG and ICG signal (see Part IV—> Data cleaning 
and preprocessing—> Deriving level I measures from raw 
waveforms).

ECG setup

Any ECG system will consist of three components: a hard-
ware amplifier, electrode wires, and the electrodes them-
selves. By measuring differences in electrical potential 
between pairs of these electrodes, it is possible to record 
the electrical activity of the heart in a variety of different 
orientations, known as “lead configurations.” For the cur-
rent application, only a single lead is required (Blascovich 
et al., 2011), meaning that only three electrodes will be used 
– positive, negative, and ground (when using ICG concur-
rently, the ground electrode can sometimes be omitted; see 
documentation for your equipment for more details.) While 
other configurations are possible, the “Lead II” configuration 
is commonly used to study challenge and threat (e.g. Mendes 
et al., 2001; Seery et al., 2010; Tomaka et al., 1993). The 
standard Lead II configuration consists of a negative elec-
trode on the right arm, positive on the left leg, and ground 

Fig. 2  A complex waveform (blue, at bottom) can be conceived of as 
the sum of a number of simple periodic (sinusoidal) waveforms (grey)

Fig. 3  Examples of digital filters applied to sample ECG data. Note: Zero-phase Butterworth filters (two-pass forward and reverse) were applied 
here offline for illustrative purposes. Effectiveness and amount of distortion will vary with filter type and design
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on the right leg. Placement on the limbs, however, can result 
in motion artifacts, particularly when participants are highly 
engaged. As such, it is recommended that a modified place-
ment be used, with the electrodes on the torso rather than 
the limbs: negative just below the right collarbone, positive 
just below the lowest left rib, and ground (if necessary) just 
below the lowest right rib (Fig. 4).

ECG hardware parameters

While the particulars of your ECG unit will vary, under-
standing the following general parameters will allow you to 
use most systems effectively. Take the time to understand 
these parameters, test them, and decide on appropriate val-
ues for your purpose at the outset. Once set, these parameters 
should be kept consistent for all participants.

Gain: The main function of the ECG hardware is to 
amplify the small electrical potentials measured at the skin 
before digitization. As such, an amplifier’s gain setting 
reflects the ratio between the output and input voltages. For 
example, a gain setting of 1000 (a commonly used value) 
means the input signal is amplified by a factor of 1000. If 
the gain is set too high, the signal may exceed the range that 
can be digitally recorded, leading to “clipped” (flattened) 
peaks and therefore unusable data. Collect a small amount 
of test data prior to acquisition to ensure your gain is set 
appropriately and no clipping will occur.

Hardware filters: For ECG recording, a consortium of 
experts (Kligfield et al., 2007) recommends applying a hard-
ware high-pass filter with a cutoff of 0.05 Hz and a low-pass 
filter with a cutoff of 150 Hz. This broad range preserves 
the necessary information in the ECG waveform, while 

excluding problematic signal components outside this range. 
In particular, the low-pass filter at 150 Hz prevents aliasing, 
a phenomenon where high frequency analog components 
(higher than the Nyquist frequency, i.e., half of the sam-
pling rate) produce false lower frequency components dur-
ing digitization. Additionally, the high-pass filter at 0.05 Hz 
eliminates any displacement of the average signal amplitude 
from zero, known as DC offset.

Impedance cardiography (ICG)

Impedance cardiography (ICG, sometimes ZCG or ZKG) 
is a non-invasive technique for estimating blood flow in the 
chest as a means of assessing cardiac output (CO) – a meas-
ure of cardiac efficiency (Sherwood et al., 1990), and one of 
the main indices of the challenge and threat model (Blascov-
ich, 2008; Blascovich & Tomaka, 1996). ICG achieves this 
by exploiting the relationship between voltage and imped-
ance in an electrical circuit, as expressed by Ohm’s law:

where V is voltage (the difference in electric potential 
between two points), I is current (the rate at which electric 
charge flows through the circuit), and Z is impedance (the 
resistance to current flow in an alternating current circuit). 
In a circuit where current (I) is held constant, voltage (V) 
varies directly with impedance (Z). By introducing a small 
alternating current of constant magnitude into the chest, an 
ICG system creates such a circuit in the body. Because blood 
is a good conductor of electricity, each heartbeat momentar-
ily reduces the resistance to electrical flow across the chest, 
resulting in an increase in voltage as detected by a separate 
set of measurement electrodes. With this record of imped-
ance changes, both the volume of blood pumped during a 
given heartbeat (stroke volume; SV) and the pre-ejection 
period (PEP) can be estimated (see Part IV—> Data clean-
ing and preprocessing—> Deriving level I measures from 
raw waveforms). It is worth emphasizing here that these val-
ues are estimates, in that they rely on several assumptions 
and approximations. For this reason, absolute values derived 
from ICG, especially volume-based measures like SV, and 
its derivative cardiac output (CO), have limited interpretabil-
ity on their own. This is why measures of change (reactivity 
scores) are typically considered rather than absolute values 
(see Part IV—> Preliminary analyses—> Reactivity scores).

Impedance in the chest can also change for reasons unre-
lated to heart activity, including participant movement and 
the slow rise and fall of respiration. The latter produces a 
low-frequency signal (i.e., less than 0.5 Hz) which is often 
considered an artifact and removed, but does carry informa-
tion of psychophysiological interest and may therefore be 
worth maintaining (Ernst et al., 1999). While beyond the 
scope of this tutorial, some authors choose to use respiration 

V = I ∗ Z

Fig. 4  Modified lead II ECG placement
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as a covariate, or combine it with ECG to derive respiratory 
sinus arrhythmia, which indexes parasympathetic control 
(Cacioppo et al., 2007).

ICG setup

Similar to ECG, an ICG system will consist of a hardware 
amplifier, electrodes, and the wires connecting them. Unlike 
ECG, however, ICG involves an outer pair of current source 
electrodes in addition to the inner pair of voltage measure-
ment electrodes. Three common variants of this basic con-
figuration will be outlined here (Fig. 5).

The first decision to be made is whether to use band 
electrodes or an array of spot electrodes.5 Band electrodes 
are conductive strips that typically encircle the participant’s 
body, whereas spot electrodes are small, circular conduc-
tors attached to the skin by an adhesive patch (often ECG 
or similar electrodes are used). The four Mylar band elec-
trode configuration, with two pairs of bands at the neck and 
torso, is standard (e.g., Blascovich et al., 2001; Mendes 
et al., 2001). Spot electrode arrays are also commonly used, 
and are sometimes preferred for their easier application, 
lower cost, and minimal discomfort compared with band 
electrodes. It is worth noting, however, that signal quality is 
often better with band electrodes, and less uniform current 
distribution with spot electrodes may make their measure-
ments more susceptible to individual factors such as body 
shape (Woltjer et al., 1995). In general, challenge and threat 
research can be conducted successfully with either type, as 
long as planned comparisons involve change (reactivity) 
scores of cardiac output and stroke volume (Llabre et al., 
1991; Tomaka et al., 1993; see Part IV—> Preliminary 
analyses—> Reactivity scores) rather than absolute val-
ues, especially if electrodes are to be reapplied between 
recordings.

If using band electrodes, a pair of bands separated by 
at least 3 cm will be placed around the neck, and another 
around the torso, at the level of the xiphisternal junction 
(where the lowest ribs meet, at the bottom of the sternum; 
Fig. 5a). For further details about this configuration, see the 
impedance cardiography guidelines published in Sherwood 
et al. (1990).

If using spot electrodes, there are two electrode configura-
tions commonly used. One popular configuration is a mini-
mal four-electrode array, developed by Qu et al. (1986). This 

array places a current electrode on the back of the neck and 
midway down the spine, and a measurement electrode on 
the front of the neck and in the middle of the chest (Fig. 5b). 
In this way, the function of each band electrode is approxi-
mated by a single spot electrode.

A variant of this configuration uses two electrodes to 
replace each band electrode, resulting in eight electrodes in 
total. A pair of electrodes (one current, one measurement) 
are placed on both sides of the neck and chest (Fig. 5c). 
Eight individual electrodes can be used, but paired elec-
trodes are also available for this purpose, and are preferable 
for keeping a fixed distance between current and measure-
ment electrodes. If using this array, ensure that electrodes 
are placed symmetrically.

The needs of your research project, the options available 
from your chosen manufacturer, and ultimately your prefer-
ence will determine which of the three configurations out-
lined above should be chosen.

Note that dead skin may increase resistance to the elec-
trodes, therefore cleaning or scrubbing the attachment site 
may improve connection in the case of ICG spot elec-
trodes. This is less of a concern with band ICG electrodes, 
which cover a larger surface area. Regardless of the con-
figuration chosen, once setup is complete, it is important 
to record the distance between the two measurement elec-
trodes (or set of electrodes), as well as the participant’s 
height, weight, and sex. These measurements are key to 
the accurate estimation of stroke volume and thus cardiac 
output.

ICG hardware parameters

As with ECG, ICG hardware parameters should be decided 
at the outset and kept consistent for all participants. Note that 
not all of the parameters below will be adjustable on some 
equipment (refer to the documentation for your device).

Range/Scaling: This parameter sets the ratio between the 
measured voltage and the reported impedance magnitude. 
Refer to the documentation for your hardware when setting 
this value, and collect a small amount of test data prior to 
acquisition to ensure your range/scaling is set appropriately 
to avoid clipping.

Frequency: The frequency of the constant alternating 
current (AC) passed through the chest. Typical values are 
50 kHz and 100 kHz, and your choice should follow the 
manufacturer’s recommendation for your equipment.

Filters: While there are no published guidelines on 
appropriate hardware filter bandwidths for ICG, similar 
principles apply as with EEG. Namely, hardware filters 
should be applied conservatively, allowing a broad range 
of frequencies to pass through (Hurwitz et al., 1993) while 
still preventing aliasing and DC offset. Filtering options 
will vary with hardware, but these requirements should be 

5 Amplitude-based measures (e.g., SV, CO, dZ/dt max) are highly 
correlated between spot and band electrodes, but differ in absolute 
value. Time-based impedance measures (e.g., PEP, LVET) are very 
consistent across measurement techniques. Thus, while absolute val-
ues cannot be compared between spot and band electrodes, percent 
changes and time-based measures can be (Gotshall & Sexson, 1994; 
Sherwood et al., 1992).
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met by a high-pass filter with a cutoff at 0.05 Hz or lower, 
and a low pass filter with a cutoff between 100 Hz and 
the Nyquist frequency of your data (one half the sampling 
rate).

Blood Pressure (BP)

In general, blood pressure (BP) measurement involves 
quantifying the force exerted by the blood on the walls of a 

Fig. 5  Common ICG electrode configurations
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major blood vessel. This force varies over the heart cycle, 
where systolic blood pressure (SBP) is the highest value, and 
diastolic blood pressure (DBP) is the lowest. Mean arterial 
pressure (MAP) is a weighted average of SBP and DBP, 
and is a key determinant of total peripheral resistance (see 
Part IV—> Data cleaning and preprocessing—> Calculating 
level II measures).

Blood pressure can be measured non-invasively using a 
variety of techniques, which differ in their reliability, tem-
poral resolution, and cost (see Blascovich et al., 2011, and 
Cacioppo et al., 2007, for further discussion). While the 
specifics vary with manufacturer and model, blood pressure 
systems are generally sold as standalone units, but many 
can output an arterial waveform or discrete SBP and DBP 
values to an external device, and can therefore be interfaced 
with the modular research systems described above. Broadly, 
these systems fall into two categories: intermittent and con-
tinuous (Meidert & Saugel, 2018).

Intermittent BP measurement techniques generally 
employ an inflatable cuff to occlude the brachial artery (a 
major blood vessel in the upper arm) and determine blood 
pressure from the resulting perturbations of blood flow. 
While this is most accurately performed by a trained pro-
fessional, the oscillometric technique offers a practical, 
automated alternative, which determines blood pressure 
algorithmically. These systems can generally be configured 
to record at pre-set intervals, but the minimum length of 
these intervals varies by device. Given that challenge and 
threat data are generally analyzed in 1 or 2-min windows, an 
oscillometric machine that can acquire multiple BP readings 
within that interval is desirable.

Continuous, beat-to-beat blood pressure measurement can 
be achieved with tonometric or volume clamp technology. 
Tonometric methods place a sensor over the radial artery 
at the wrist, where the arterial waveform can be registered 
(sometimes with an additional reference cuff at the brachial 
artery in the upper arm). While this method produces fre-
quent readings, it is sensitive to motion artifacts, and extra 
steps should be taken to immobilize the participant’s hand 
and arm as much as possible (Blascovich et al., 2011). Also, 
blood pressure readings will vary inversely with vertical 
position relative to the heart, so the participant’s hand should 
be kept as close to the level of the heart as possible, and 
this position should be maintained as closely as possible 
throughout the study. Manufacturers recommend using a 
sling or cradle to immobilize and correctly position the hand, 
if allowed by experimental design (Blascovich et al., 2011).

The volume clamp (or Peñaz) method can also provide 
beat-to-beat blood pressure readings using a combination 
of finger clamp and photodiode (as well as a brachial refer-
ence cuff in some cases). Generally speaking, the photodiode 
measures blood flow in the finger, while the clamp applies 
counter-pressure to keep blood flow constant. The pressure 

required to keep blood flow constant corresponds to the arte-
rial pressure. This method is also sensitive to movement, 
so efforts should be made to immobilize the participant as 
much as your design allows.

Due to the range of measurement options available, as 
well as their relative advantages and limitations, choosing a 
blood pressure system can be difficult. In making this deci-
sion, it is helpful to note a few tradeoffs. Ideally, you want to 
record as many measurements as possible during the interval 
of interest, but the cost and complexity of the machine will 
increase substantially with higher measurement frequencies. 
Machines with higher sampling frequencies also generally 
measure from a location farther down the arm, making them 
more prone to motion interference. Furthermore, continuous 
measurements require additional steps to pre-process, and 
may drift and require recalibration at inopportune times. If 
capturing fast changes in BP and TPR is not a major priority, 
researchers may therefore opt for intermittent BP measure-
ments, which are sufficient in most cases.

No matter which technique is used, participant comfort 
is an important consideration, especially for longer studies. 
Repeated blood pressure measurements with oscillometric 
and tonometric machines that contract frequently can cause 
discomfort and distraction, potentially resulting in artificially 
raised blood pressure over time.

Finally, given the proprietary nature of the algorithms 
used in many blood pressure devices, it can be difficult 
to objectively assess their validity. To mitigate these con-
cerns, before purchasing a blood pressure system, be sure 
to verify that it meets the standards of the Association for 
the Advancement of Medical Instrumentation or the Brit-
ish Hypertension Society (Cacioppo et al., 2007), and be 
sure to report the model of device used in any subsequent 
publications.

Choosing software

In addition to the hardware discussed above, you will also 
need software to record and analyze your data, as well as an 
up-to-date and stable computer which meets the specifica-
tions for your software of choice (available in the software 
documentation). When purchasing from a well-established 
manufacturer, the most convenient option for acquisition and 
analysis will be to use the commercial software sold along-
side your choice of hardware. This decision comes with the 
benefit of customer support provided by the manufacturer, 
as well as a large active user base. However, using com-
mercial software comes with the downside of cost, as well 
as reliance on proprietary algorithms which can be opaque, 
inflexible, and can limit reproducibility.

Alternatively, it is possible to acquire data with one soft-
ware package and analyze it with another, which allows one 
to take advantage of the (currently limited) open-source 
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options for physiological data analysis. In addition to being 
free, these open-source tools can offer greater transparency 
in analysis (in line with open science principles) and in some 
cases finer control over analysis parameters.

At the time of writing, the options below are recom-
mended for their overall suitability for challenge and threat 
research, and for requiring the least amount of expertise 
and/or customization, although other options do exist (e.g., 
ADInstruments’ LabChart, pyphysio).

AcqKnowledge is the comprehensive data acquisition and 
analysis package sold with Biopac’s MP line of modular 
research systems. It can compute all of the necessary indices 
for challenge and threat research within one software suite, 
and supports ensemble averaging—a method of averaging 
signals across heart beats to create a single, representative 
waveform (see Part IV—> Data cleaning and preprocess-
ing—> Ensemble averaging).

BioLab is Mindware’s data acquisition platform, sold with 
the BioNex modular research system. For analysis, Mind-
ware’s Impedance Cardiography (IMP) Analysis Software 
can be used to analyze ECG and ICG data with ensemble 
averaging, and the Blood Pressure Variability (BPV) pack-
age can be used to analyze BP data.

MEAP (Moving Ensemble Analysis Pipeline; Cieslak et al., 
2018) is an open-source, standalone application for analyz-
ing ECG, ICG and continuous BP data using ensemble aver-
aging. MEAP can import data acquired in any acquisition 
software, and allows close inspection and censoring of the 
ICG data in order to minimize the effect of motion artifacts, 
as well as manual control over placement of key waveform 
features (see Appendix B for more information on censor-
ing waveforms; Cieslak et al., 2018 for further explanation 
and validation).

Open ANSLAB (Autonomic Nervous System Laboratory; 
Blechert et al., 2016) is an open-source MATLAB toolbox 
designed to compute a variety of physiological indices of 
ANS activity, including those necessary for challenge and 
threat research. Open ANSLAB also supports ensemble 
averaging and manual control over placement of waveform 
points. Note that, while Open ANSLAB itself is free and 
open-source, it requires a paid MATLAB license.

Acquisition software setup

After installing your software as per the manufacturer’s 
instructions, the following areas will need to be considered 
before data collection can begin. Saving these settings as 
a template/configuration file for use with every participant 
will save time and ensure consistency across participants.

Channel mapping Each waveform must be assigned to a spe-
cific software channel. ICG outputs two signals:  Z0 and dZ/
dt. Choose an order and color coding (if available) that aids 
your quick recognition of each signal.

Sampling rate Sampling rate is the number of times per sec-
ond that an analog signal (e.g., voltage) is measured and 
recorded as a digital value. Higher rates offer better signal 
fidelity, with rates at or above 1000 Hz (1000 samples per 
second) being sufficient for this application (Blascovich 
et al., 2011).

Acquisition length If setting the acquisition length at the 
outset, ensure that it is set slightly longer than the expected 
length of your experiment to prevent data acquisition from 
terminating early. Researchers may elect to have one con-
tinuous acquisition file for the entire session, or start and 
stop measurements during relevant intervals (i.e., baseline, 
tasks, etc.). The former option may be preferable, however, 
since data storage is unlikely to be a limiting factor with 
modern hard drives, and making sure to start and stop the 
recordings at the appropriate times requires extra diligence 
on the part of the experimenter.

Event marking During data acquisition, you will need to 
mark the beginning and end of experimentally relevant time 
windows. This can be done manually, or using automated 
triggers from an external presentation computer or other 
stimulus presentation system. Refer to the documentation for 
your specific software to determine how to add time-stamped 
event markers to your file during recording. Give these event 
markers descriptive labels to facilitate interpretation.

Part III: Experiment planning and data 
collection

This section outlines important considerations for designing 
and executing your experiment, with an emphasis on practi-
cal issues related to physiological data collection.

Experiment planning

Sample size & other considerations

The standards for sample size in physiological research have 
evolved in recent years reflecting the greater emphasis on 
effect sizes and power analyses in psychological research 
more generally (e.g., Patil et al, 2016; Stanley et al, 2018). 
Whereas previously sample sizes were based on general 
rules of thumb like “20 participants per condition”, increas-
ingly researchers are turning to using power analyses to 
determine sufficient sample sizes a priori.
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In order to conduct a power analysis one must first have 
an anticipated effect size. Unfortunately, the under-reporting 
of statistical procedures has undermined efforts to deter-
mine average effect sizes as well as reproducibility of car-
diovascular physiology research more generally (Lindsey, 
et al., 2018). Estimates of effect sizes have ranged greatly, 
likely depending in part on the outcome of interest. A recent 
meta-analysis by Behnke and Kaczmarek (2018) examined 
the relation between challenge and threat indices and per-
formance outcomes across 19 studies (N = 1054), finding 
small, but stable, average effects (rs for CO, TPR, and the 
combined Challenge Threat Index (CTI) range from |.10| 
to |.14|). Such evidence suggests that the conservative 
researcher should utilize small estimates of effect sizes in 
their power analysis. Considering effect sizes for self-report 
measures of challenge and threat, these have also ranged 
widely (Hase et al. 2019), likely due to the wide range of 
ways this is assessed (Behnke & Kaczmarek, 2018). As well, 
depending on the study design and nature of the appraisal, 
the researcher may or may not expect self-report and physi-
ological measures of challenge and threat to align (e.g., in 
the context of interacting with an outgroup member; Mendes 
et al., 2002).

Statistical power, and thus sample size, depends also on 
the study design and planned analyses. Challenge and threat 
studies may examine both or either within- or between-sub-
ject comparisons. While within-subject, repeated measure 
designs provide more data points, increasing statistical 
power, they are not amenable to many research questions. 
As well, the researcher must consider issues such as the 
recovery period needed between stimuli and the potential 
for acclimation and order effects. Power analyses for within-
person designs depend on the correlations between repeated-
measures, which tend to be high. For example, in Behnke 
et al. (2020) the correlations from T1 to T2 are 0.52 for PEP, 
0.87 for HR, and 0.77 for CO.

Another important consideration in determining sam-
ple size is the number of covariates that will be included in 
analyses. While many challenge and threat researchers use 
only baseline cardiovascular measures as control variables, 
others may wish to control for or examine the impact of 
other variables that may impact physiology such as age (e.g., 
Sillars & Davis, 2018) and BMI (e.g., Maier, et al., 2003) or 
variables that may impact task performance outcomes such 
as GPA, math anxiety, or even golf handicap (e.g., Chadha 
et al. 2019). Currently, most challenge and threat cardiovas-
cular studies have sampled young, healthy, predominantly 
White undergraduate students. Thus, additional research is 
needed to determine whether, and to what extent, the distri-
butions of relative challenge and threat responses vary for 
different populations (e.g., older vs. younger participants; 
Mendes, 2009).

Even with proper preparation, psychophysiological meas-
urement is susceptible to equipment problems, artifacts, and 
experimenter error, which can necessitate the exclusion of 
some participants’ data from analysis. Attrition from prob-
lems related to psychophysiological measurement varies 
widely between challenge and threat studies, but are typi-
cally in the range of 5 to 15% of participants recruited (e.g., 
Blascovich et al., 2004; Mendes et al., 2002; Mendes, Blas-
covich, et al., 2007;  Vick et al., 2008), although values of 
30% or more have been reported (e.g., Hoyt & Blascovich, 
2010). It is therefore a good idea to account for an attrition 
rate of at least 10% (or more if your design is particularly 
lengthy or complex) when estimating your required sample 
size.

Minimizing movement

Although tasks that require speaking can generally yield usa-
ble data, subtle movements of the arms, legs, or chest intro-
duce motion artifacts that can greatly reduce data quality. 
It is therefore crucial to minimize the amount of movement 
involved in all experimental tasks. Avoid moving the par-
ticipant once the critical task has begun, and monitor them 
closely. If the experimenter is physically separated from the 
participant at any point (e.g., in a separate control room) 
consider using a video and audio monitoring system for this 
purpose. Verbal reminders to reduce movement should be 
given regularly, including before or during critical tasks. 
Opportunities for participants to rest and move in between 
critical tasks can reduce fidgeting. Soft physical constraints 
such as pillows or foam pads shaped to hold hands in the 
appropriate position (Blascovich et al., 2011) as well as 
psychological constraints such as signs that indicate where 
participants should place their hands or feet can also be 
effective at reducing movement and improving data quality. 
Note that arm movement may cause measurements to fail 
entirely in the case of some BP devices, so consider immo-
bilizing the arm where BP measurements are taken (ideally 
with the sensor at or near heart height; see Part II—> Blood 
Pressure (BP)).

Baseline measure

Because levels of physiological arousal vary individually 
and are measured as a function of within-subject reactiv-
ity, it is important to include a baseline measure in your 
design. First, it has been recommended to let at least 10 min 
pass between attaching electrodes and commencing base-
line measurements to allow ICG measurements to stabilize 
(Mohapatra, 1981). The most commonly used duration for 
the baseline period itself is 5 min, although longer durations 
can be employed to ensure that the participant has reached 
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a restful or baseline state of arousal. Typically, the last 1 or 
2 min of this baseline period serves as the period of analysis, 
with the duration of the baseline analysis period matching 
that of the critical task (Frings et al., 2015; Tomaka et al., 
1993).

Additionally, consider how the language of “baseline” 
may alert participants to upcoming tasks; calling it a “rest” 
or “calibration” period may therefore be preferable to reduce 
anticipatory effects. Given the impact of posture on physi-
ological readings, it is important to ensure that the partici-
pant’s physical position (e.g., sitting, standing, reclining) is 
consistent across the baseline and task periods.

Training RAs

Allot ample time to train and rehearse with research assis-
tants. Each research assistant will need several hours to 
properly familiarize themselves and practice with the equip-
ment, and multiple training sessions may be needed depend-
ing on the size of the team. This initial investment of time 
will ensure that they can competently and confidently run 
the experiment, which will yield higher-quality data, and 
help to instill trust in participants. Where possible, consider 
matching the gender of the experimenter to that of the par-
ticipant or to the participant’s preference to minimize con-
cerns related to physical contact and partial undressing when 
applying the sensors.

Recruiting participants

To better inform participants, give them instructions in 
advance about the types of clothing to wear, such as discour-
aging one-piece outfits or tight-fitting clothes. When select-
ing participants, consider possible exclusion criteria early. 
For example, participants with hypertension, heart murmur, 
presence of a pacemaker, those taking cardiac medications, 
and those that are pregnant may need to be excluded (Jamie-
son et al., 2012) as well as anyone with a skin disorder or 
injury that would impede placement of the electrodes (e.g., 
severe psoriasis, new tattoos, sunburn). Depending on the 
nature of the task, researchers may consider additional exclu-
sions or protections particularly where tasks are designed to 
induce significant levels of stress.

Data collection

Participant preparation

Once participants are settled, begin preparing the elec-
trode attachment sites by wiping the skin at each site gen-
tly but firmly with a moist paper towel or alcohol swab. 
Apply a small bead of conductive gel to the electrode before 

attaching it firmly to the skin. Depending on the strength 
of your chosen electrode’s adhesive, the climate where you 
are recording, and individual factors like hair, presence of 
dead skin, and proneness to sweating, you may wish to take 
additional steps to maintain proper contact throughout the 
recording session. For example, rubbing a small amount 
of abrasive gel (e.g., Nuprep Gel, Weaver and Company, 
Aurora, CO) on the skin may be necessary to remove dead 
skin and other debris. Care should be taken to avoid over-
abrading the skin, and ensure to wipe off the abrasive gel 
before applying the electrode. A strip of medical tape over 
the electrode may also be necessary.

After all electrodes have been attached according to your 
chosen configuration, connect the electrodes to the hardware 
modules, taking care to ensure they are connected correctly. 
Color coding systems and plans for how to direct wires away 
from the participant will help ensure correspondence and 
prevent disconnection or tangling.

Once the electrode attachment and configuration is com-
plete, collect the following participant information necessary 
to calculate their stroke volume: sex, height, weight, and 
the vertical distance between the ICG voltage measurement 
electrodes (labelled Ve in Fig. 5). Although your chosen 
stroke volume equation (see Part IV—> Data cleaning and 
preprocessing—> Deriving level I measures—> Deriving 
level I measures from raw waveforms) may not require all 
of these measurements, it is in your best interest to take all 
measurements in case you change your analysis plan.

Throughout the experiment, prioritize participant com-
fort and well-being to reduce anxiety, ensure valid baseline 
measures, avoid disruptions during tasks, and prevent early 
termination. Researchers should make every effort to inform 
participants of next steps and possible discomforts, explain 
how equipment will be attached, and let the participant be in 
control wherever possible. For example, allow participants 
to lift their own clothing when necessary, or try to point 
out anatomical landmarks themselves to minimize feelings 
of intrusion. To promote participant well-being, maintain 
a competent and professional demeanor, respect physical 
boundaries, and give breaks. The experiment may need to 
terminate early if participants express severe discomfort, or 
if cardiovascular measures indicate that they have become 
unduly stressed (e.g., if systolic pressure exceeds 260 mmHg 
or diastolic pressure exceeds 115 mmHg; Greene et al., 
2000).

Data acquisition

Check all signals before the start of the experiment, and 
regularly during data collection. For an example of proper 
waveforms, refer to Part IV—> Introduction to waveforms, 
and Fig. 1. Mindware Technologies LTD also provides a 
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useful guide outlining proper signals and troubleshooting 
recommendations (Morgan, 2017: https:// suppo rt. mindw 
arete ch. com; Training Guides—> Impedance Cardiography 
(ICG) Training Guide—> Improving Data Quality: Gen-
eral Guidelines). Some noise in the signal is unavoidable. 
However, dramatic changes in the signals, such as flatlin-
ing, sudden increases or decreases in amplitude, and large 
drifts suggest a poor connection or other malfunction, and 
should be corrected as soon as possible. Table 2 lists pos-
sible causes and corresponding troubleshooting options for 
common problems.

Equipment removal and storage

Upon completion of data acquisition, save your data immedi-
ately to avoid any interference from hardware removal. It is 
also a good idea to back up your data promptly and regularly 
in at least two additional locations. Disconnect all leads and 
place them securely away from the participant. Where pos-
sible, you may choose to allow participants to remove their 
own electrode pads to avoid discomfort. Provide a means of 
cleaning off the excess electrode gel.

When storing equipment, keep pre-gelled electrodes in an 
airtight, sealed bag to prevent drying out. Avoid excessive 
wear on the electrode cables by coiling or wrapping them 
neatly and loosely. Ensure that all equipment has a secure 
designated place to be stored.

Special considerations in data collection

Self‑report measures

Self-report measures of challenge and threat, alternatively 
referred to as cognitive appraisals or evaluations,6 are 
another facet of BPS-CT research sometimes used in tan-
dem with physiological measures. Initial studies explored 
the relationship between the two, finding that self-report 
measures predicted cardiac reactivity and vascular resist-
ance, reacted in line with physiological measures in response 
to varied instructions preceding a task, and were not affected 
by physical manipulations of physiological response pat-
terns (Tomaka et al., 1993, 1997). Subsequent research has 
included self-report measures as an additional dependent 
variable alongside physiological ones (e.g. Jamieson et al., 
2012; Mendes et al., 2001; Mendes,  Mendes, Gray, et al., 
2007), or as a manipulation check (e.g. Kassam et al., 2009). 
Such tools are intended to measure perceived demands 
versus perceived resources, which are typically captured 
through one or more questions or statements for each, 
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6 See Part I—> The Biopsychosocial Model of Challenge and Threat 
(BPS-CT) and Mendes et al., (2001) for discussion on the merits of 
‘evaluation’ versus ‘appraisal’.
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measured on a Likert scale (e.g. “how threatening do you 
expect the upcoming task to be?”, “I am uncertain how I will 
perform.” vs. “How able are you to cope?”, “I have the abili-
ties to perform well”). Questions are typically asked before 
and/or after the motivational task, but after instructions are 
delivered. Threat indices are generally calculated as a ratio 
of demands to resources, however these measures can be 
analyzed separately as well (Jamieson et al., 2012; Kassam 
et al., 2009; Mendes et al., 2001,  Mendes, Gray, et al., 2007; 
Tomaka et al., 1993, 1997).

Self-reports can be a valuable complement to physiologi-
cal measures, but also carry certain drawbacks, including 
effects due to social desirability, inaccessibility of noncon-
scious evaluation processes, and the limitations of retrospec-
tive and prospective evaluations (Weisbuch-Remington, 
et al., 2005; Seery et al., 2010). Further, asking participants 
to self-reflect may actually interrupt or alter their experi-
ences (Seery et al., 2010; Vick et al., 2008).

Dyadic data collection

Researchers may be interested in assessing relative challenge 
and threat not just of one individual participant, but of two 
individuals simultaneously within a social interaction (e.g., 
Peters et al., 2014). Indeed, research on physiological syn-
chrony and influence is growing (e.g., Helm et al, 2018; 
Thorson et al., 2018). How such a study is orchestrated will, 
of course, depend on the research question and the nature 
of the dyad (is this a couple in a long-term relationship, or 
two participants who have not yet met?). We discuss a few 
key considerations.

First, dyadic studies present some practical challenges 
that require considering space and logistics. Generally, 
baseline measures should be taken with the two individu-
als separated, unless the researchers have a theoretical 
reason to desire baseline measures to be taken within the 
social context in which the interaction is about to occur. 
Keeping participants separated for the baseline measures 
is particularly important if the two individuals are stran-
gers to one another and the experimental design capital-
izes on this unfamiliarity. Once baselines are established, 
the two members of the dyad need to be brought back 
together for the interaction, something which can prove 
practically difficult given the often stationary nature of 
physiological equipment and limited lab space. One pos-
sible solution is to utilize a retractable wall that can be 
removed to combine the testing rooms in which baseline 
measures are taken (e.g., Peters & Jamieson, 2016). Alter-
natively, the researcher may detach and reattach the leads, 
but leave the sensors in place as the participant moves 
between rooms. Alternatively, the researcher may opt for 
the “ambulatory” Biopac model (Bionomadix Wireless 
Wearable Physiology, Biopac Systems, Inc.) or other 

similar models, which allows the participant to move 
locations with all leads still attached. Note that while 
marketed as “ambulatory”, this equipment is still sensi-
tive to motion artifact and so should be considered ambu-
latory only between periods of data collection. Again, 
depending on the research questions, participants may be 
able to remain in separate testing rooms and interact over 
intercom or live videofeed.

Another important consideration is to ensure that the 
physiological signals measured for each participant can 
be mapped on to one another with precise timing. This 
can be achieved through using one data acquisition sys-
tem (e.g., Biopac MP150) integrating data from different 
modules for each participant and sending it to the same 
computer for collection and visualization. Alternatively, 
two separate acquisition systems and recording com-
puters may be used so long as they are synchronized to 
one another or utilize synchronized time stamps from a 
third computer (e.g., the one delivering the experimental 
stimuli). For more information on assessing physiologi-
cal influence within dyads, see Thorson and colleagues 
(2018).

Collecting data outside the laboratory

With the growth of “wearables” (e.g., smart watches) that 
collect physiological data, researchers are increasingly 
able to move outside of the confines of the laboratory 
when assessing physiological indices. While wearables are 
increasingly effective at assessing heart rate and heart rate 
variability, in particular, even these are not well-validated, 
often proprietary, and highly susceptible to motion artifact 
(e.g., Ryan et al., 2019). Cardiovascular indices of challenge 
and threat require continuous (or near-continuous) measures 
of blood pressure and impedance cardiography (in addition 
to heart rate), which have not yet been integrated into com-
mercially available or similar wearables. Therefore, while it 
is possible to collect challenge and threat data outside of the 
lab, an experimenter’s presence will likely still be required. 
As well, the potential impact of motion artifact will need to 
be considered outside the laboratory just as it is within it.

Researchers interested in assessing challenge and threat 
outside the lab may, therefore, wish to consider salivary 
cortisol and alpha-amylase to index neuroendocrine and 
autonomic activation, respectively, instead of or alongside 
cardiovascular measures (see footnote 4). Although salivary 
measures do not have the temporal resolution of continuous 
cardiovascular measures, they are reliable indices of their 
associated physiological systems, are relatively non-intru-
sive to collect, and can be collected without the presence 
of an experimenter (Ali & Nater, 2020; Blascovich et al., 
2011; Cacioppo et al., 2007; Kirschbaum & Hellhammer, 
1989).
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Part IV: Data processing and analysis

Introduction to waveforms

After acquisition, your data will consist of four elements: 
ECG,  Z0, dZ/dt, and BP waveforms. What these elements 
represent, as well as their key components, are outlined 
below.

ECG

The ECG waveform (Fig. 1a) represents the electrical activ-
ity of the heart over time, measured as voltage changes at 
the skin. The Q, R, and S points (collectively known as the 
QRS complex) indicate the electrical depolarization of the 
ventricles, which initiates the main pumping action of the 
heart. The R point in particular is generally used to identify 
a heartbeat for purposes of calculating HR (and sometimes 
PEP; see footnote 7), as well as synchronizing cycles for 
ensemble averaging (see Data cleaning and preprocess-
ing—> Ensemble averaging below).

Z0 (Basal impedance)

The  Z0 (basal impedance; Fig. 1b) waveform represents 
the total impedance (resistance to electrical flow) across 
the torso over time. It is used to estimate blood flow in the 
chest. It is important that ICG parameters are selected appro-
priately (see Part II—> Impedance cardiography—> 15), as 
basal impedance is used directly to calculate stroke volume 
(SV).

dZ/dt

The dZ/dt waveform (Fig. 1c) is the first derivative of the 
 Z0 waveform. As such, it represents the rate of change in 
impedance over time, and makes key inflection points more 
easily identifiable. On this waveform, the B point and X 
point represent the opening and closing of the aortic valve, 
respectively.

BP

The blood pressure waveform (Fig. 1d) depicts the arte-
rial pressure at the site of measurement. The highest point 
is the systolic blood pressure (SBP). The lowest point is 
the diastolic blood pressure (DBP). Note that, depending 
on the system, SBP and DBP may be represented in two 
separate channels, or simply as discrete values recorded 
at intervals.

Data cleaning and preprocessing

Digital filtering

After collection of the signals above, you have the option to 
apply digital filters using software to further attenuate noise 
in your recordings. Digital filters come in the same basic 
categories as analog filters (i.e., low-pass, high-pass, band 
pass, and band stop; see Part II—> Biosignals and filters). 
However, a digital filter operates by applying mathematical 
operations to a digital time series, whereas an analog filter 
consists of hardware components that manipulate an analog 
electrical signal. As such, digital filters can be designed to 
have a wide array of characteristics, and your analysis soft-
ware will likely provide numerous options. The details of 
digital filter design are beyond the scope of this tutorial, but 
interested readers can refer to Cook and Miller (1992) for 
an introduction to filter design tailored to psychophysiolo-
gists, as well as a helpful decision tree which will help you 
navigate the specific options available to you.

Ideally, applying digital filters at this stage can improve 
the signal-to-noise ratio of your data by removing problem-
atic signal components. However, as with analog filters, 
digital filters also cause distortions, including changes to 
the timing and amplitude of key waveform points. For this 
reason, it is best to apply digital filters sparingly and pur-
posefully (i.e., to correct a problem), rather than as a default 
step in the analysis process (Widmann et al., 2015), and 
always clearly report the motivation and specific filtering 
parameters used. Furthermore, always maintain a copy of the 
raw (unfiltered) data to compare against your filtered data, 
and only apply digital filters to continuous data, not epoched 
(segmented) data, or data that contain discontinuities.

A common application of digital filtering is the removal 
of AC line noise in ECG or ICG recordings, if visibly pre-
sent, using a narrow band-stop (notch) filter centered at the 
main power line frequency where the data was recorded (50 
or 60 Hz; see Luo & Johnston, 2010 for discussion of this 
practice).

Another common approach is to apply a low-pass filter 
to signals that appear generally noisy or “fuzzy” (Fig. 3a). 
It is important to note that low-pass filtering of this kind 
serves primarily cosmetic purposes (Widmann et al., 2015), 
and ensemble averaging (see Ensemble averaging below) 
will also serve to minimize high frequency noise (including 
power line noise) that is not synchronized to the heartbeat, 
and does not carry the same risk of introducing systematic 
distortions to the signal. If you do opt to use a high-pass 
filter in this way, ensure that the filter cutoff is set high 
enough to minimize attenuation of the informative part of 
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the cardiac signal (i.e., not lower than 50 Hz; Hurwitz et al., 
1993).

Lastly, digital filters can be used to control “baseline wan-
der”, a low frequency artifact that causes large, slow changes 
in the average amplitude of the signal. Applying a Butter-
worth high-pass filter with a cutoff of 0.5 Hz can reduce 
baseline wander in ECG signals without substantially dis-
torting waveforms (Fig. 3b; see Lenis et al., 2017 for dem-
onstration and further discussion of high-pass filter design).

Segmenting data

At this stage, you will have one or more continuous data 
files for each participant. The total length of these files will 
depend on your experimental design, i.e., the number and 
length of the included task(s) and baseline(s). Only some 
segments of these data will correspond to time windows 
of interest (e.g., baseline or task) to be analyzed. Because 
cardiovascular responses tend to habituate over time (Kel-
sey et al., 1999, 2004), these analysis windows should be as 
short as possible while still including an adequate number of 
cardiac cycles for ensemble averaging (see Ensemble averag-
ing below). As a rule of thumb, challenge and threat research 
typically uses analysis windows of 1 min (Mendes, Blascov-
ich, et al., 2007; Tomaka et al., 1993) or 2 min (Blascovich 
et al., 2004; Frings et al., 2015). Shorter windows (e.g., 30 s) 
may be assessed so long as the data is of sufficient qual-
ity (e.g., minimal artifact) such that the ensemble averages 
reflect meaningful values. Additionally, researchers may 
elect to use a moving ensemble average (Cieslak et al., 2018) 
to examine rapid changes in event-related designs while still 
benefiting from the noise reduction capacity of ensembling.

Consult the documentation for your software of choice to 
determine how analysis windows can be specified. In some 
cases, you may be required to export each of these windows 
of interest as a standalone file for further analysis.

Ensemble averaging

Ensemble averaging is a method of averaging across multi-
ple heart beats to produce one representative waveform for 
a given window of interest (Kelsey & Guethlein, 1990). By 
aligning the R peaks of multiple heart beats and taking their 
average, this method allows cardiovascular activity during 
a window of time to be analyzed as if it were a single beat. 
This method is preferred over alternatives, which involve 
either prohibitively time-consuming manual scoring of each 
beat individually or automated scoring methods that can be 
unreliable, especially with noisier data (Árbol et al., 2017).

Additionally, ensemble averaging has the benefit of mini-
mizing the influence of any artifacts which are not synchro-
nized to the R peak, such as participant motion or speech. 

The dZ/dt waveform is particularly susceptible to such arti-
facts (Kelsey & Guethlein, 1990).

However, as with any averaging procedure, ensemble 
averaging should be used with care, and the time windows 
analyzed should be chosen to be as homogeneous as pos-
sible. More concretely, researchers should not average over 
two or more time periods where cardiovascular responses are 
expected to differ substantially (e.g., parts of a rest period 
and a stress task; Kelsey & Guethlein, 1990). Because the 
resulting waveform would be an average of two qualitatively 
different cardiovascular states, it would not be a valid rep-
resentation of the true cardiovascular activity during either 
time period.

AcqKnowledge, Mindware’s Impedance Cardiography 
Analysis (IMP) package, and Open ANS Lab offer ensem-
ble averaging tools. MEAP (Moving Ensemble Analysis 
Pipeline; Cieslak et al., 2018) is an open-source alternative 
that offers fine control over the ensemble averaging process.

Marking the B point

Accurate calculation of SV, CO, and PEP rely on correct 
identification of several key inflection points on the ECG and 
dZ/dt waveforms. The B point in particular requires special 
attention as it is the only key inflection point that is not a 
local maximum or minimum (see Fig. 1c). Moreover, the 
shape of the dZ/dt waveform can differ substantially between 
individuals, and efforts to design algorithms to automati-
cally place the B point have had limited success (Árbol et al., 
2017). As a result, visual inspection of the dZ/dt waveform 
is still recommended to ensure correct placement of the B 
point.

After ensemble averaging, your software will allow you to 
manually edit the placement of the B point and other inflec-
tion points. Correctly placing the B point is a skill that can 
be developed with practice. To that end, Árbol et al. (2017) 
offer an invaluable guide for correct placement (Fig. 6), cov-
ering the full range of waveforms you will encounter when 
scoring your data.

Censoring waveforms

Some data analysis programs will allow you to censor 
waveforms on a beat-by-beat basis, thereby excluding 
noisy or otherwise problematic cycles from the ensemble 
average. This can be useful for the dZ/dt waveform in par-
ticular, which is more susceptible to movement and other 
artifacts. If choosing to censor on a beat-by-beat basis, 
you may also wish to decide what percentage of cycles 
can be excluded before a participant’s data are discarded. 
For instance, if more than 25–30% of the cycles within 
a given time window need to be censored, it suggests 
that the data may be too compromised by noise or other 
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issues to give a valid measurement of cardiac activity, 
and should therefore be discarded entirely. This cutoff is 
up to the discretion of each researcher, but it is important 

that censoring criteria are set early and remain consistent 
for all participants. Appendix B provides a sample set of 
censoring criteria.

Fig. 6  Decision tree for B point placement on the dZ/dt waveform. 
Note: Reproduced with permission from “Mathematical detection of 
aortic valve opening (B point) in impedance cardiography: A com-
parison of three popular algorithms,” by J. R. Árbol, P. Perakakis, 

A. Garrido, J.L. Mata, M. C. Fernández-Santaella, and J. Vila, 2017, 
Psychophysiology, 54, p. 353 (10.1111/psyp.12799). Published by 
Wiley Periodicals Inc.  Copyright 2016 by the Society for Psycho-
physiological Research
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Deriving level I measures from raw waveforms

For the purposes of this tutorial, “Level I” measures refer to 
those variables that can be derived directly from the physi-
ological waveforms, whereas “Level II” measures are com-
posites of two or more Level I measures.

Several Level I measures play important roles in indexing 
challenge and threat: heart rate (HR), pre-ejection period 
(PEP), stroke volume (SV), and mean arterial pressure 
(MAP). These are summarized in Table 3.

While software packages may differ somewhat in their 
derivation of these measures, the general principles remain 
the same and are explained here. After familiarizing yourself 
with the basics laid out below, refer to the software docu-
mentation to find the steps for calculating each measure in 
your particular software.

As a reminder, HR and PEP are rate-based (chronotropic) 
measures, which are considered valid time point estimates 
(Blascovich et al., 2011). On the other hand, due to limi-
tations of the technology, variability introduced by sensor 
placement, and the approximative nature of the equations 
involved, SV, MAP, and the Level II measures derived from 
them (CO and TPR) should generally be considered only in 
terms of relative changes over time (reactivity scores), not in 
terms of absolute values (Blascovich et al., 2011). Although 
HR, SV, & MAP are included in the calculations of the pri-
mary outcomes CO and TPR, we recommend that each vari-
able be reported individually as well. This allows for readers 
to ascertain the extent to which results are driven by the vari-
ous components of each index of cardiovascular reactivity. 
For example, a significant increase in CO could be driven 
by increased HR, SV, or both. Condition differences driven 
solely by HR may be more indicative of differential SAM 
activation than relative activation of the HPA axis, which is 
the theoretical basis for the distinction between these two 
psychophysiological states (Blascovich et al., 2011; Seery, 
2011). Indeed, early work examined HR (as well as PEP or 
VC) as potential indicators of challenge and threat, but these 
measures alone did not predict differential performance, but 
CO and TPR did (Seery, 2011).

Heart rate (HR) Heart rate is the frequency at which the 
heart beats, usually expressed in beats per minute (bpm). 
It is calculated by dividing the number of R peaks (or QRS 
complexes; see Fig. 1a) during an interval by the duration 
of the interval. It is therefore important to remember that 
heart rate is always the result of an averaging process, and 
the length of the averaging window should be considered 
carefully for your application. Similar to the above discus-
sion (43; Ensemble averaging), averaging windows should 
be brief, represent periods where cardiovascular responses 
are expected to be consistent, and should not span across 
different tasks.

HR is required to calculate cardiac output (CO; see Cal-
culating level II measures below). HR is often also used as 
an index of task engagement, but its dependence on inter-
acting sympathetic and parasympathetic influences make it 
a less valid measure of engagement than PEP (Brownley 
et al., 2000; Schächinger et al., 2001; see  Preliminary analy-
ses—> Tests of Engagement below).

Pre‑ejection period (PEP) Pre-ejection period is the time (in 
milliseconds, ms) between the electrical depolarization of the 
ventricles (marked by the Q point on the ECG waveform) and 
the opening of the aortic valve (marked by the B point on the 
dZ/dt waveform; see Fig. 7) when oxygenated blood enters 
the aorta on its way to general circulation (Sherwood et al., 
1990).7 As such, accurate PEP values rely on proper place-
ment of the B point (see Part IV—> Data cleaning and pre-
processing—> Marking the B point). Importantly, this interval 
is strongly influenced by sympathetic activity, and has been 
shown to vary with task demands (Blascovich & Tomaka, 
1996; Kelsey et al., 2004; Wright & Kirby, 2001). As such, 
PEP is a more valid indicator of task engagement than HR 
(see  Preliminary analyses—> Tests of Engagement below).

By convention, PEP reactivity is often recoded as ven-
tricular contractility (VC), which is operationalized as the 

Table 3  Level I measures

Level I measure Description Calculation Derived from

Heart rate (HR) Number of heart beats in given interval Number of R peaks (or QRS complexes) 
divided by length of interval

ECG

Pre-ejection period (PEP) Measure of contractility – speed and force 
of heart contraction

Time (ms) between Q or R point (ECG; 
see footnote 7) and B point (dZ/dt)

ECG and ICG (dZ/dt)

Stroke volume (SV) Volume of blood ejected from the heart in 
one beat

One of several equations (e.g., Kubicek, 
Sramek-Bernstein)

ICG and additional 
participant meas-
urements

Mean arterial pressure (MAP) Average pressure in arteries MAP = 1
/

3
× ((2 × DBP) + SBP) BP

7 In practice, the interval between the R point and B point is often 
used instead, as the Q point can be difficult to mark, and the interval 
between Q and R tends to be constant (Berntson et al., 2004).
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change in PEP between two timepoints multiplied by –1. 
As such, a positive VC value means a decrease in PEP, and 
indicates task engagement (Blascovich et al., 2004; Frings 
et al., 2012; Mendes et al., 2002).

Stroke volume (SV) Stroke volume is the estimated blood 
volume ejected from the heart during a single heartbeat. 
SV (along with HR) is a key determinant of cardiac output, 
where higher values are associated with the challenge state.

It is important to note that SV can only be estimated, 
using one of several possible equations, such as the Kubicek 
(Kubicek et  al., 1970) or Sramek-Bernstein (Bernstein, 
1986) equations. Each equation uses a different technique 
to estimate the fluid volume in the chest, based on par-
ticipant measurements (e.g., distance between measure-
ment electrodes [Kubicek], participant height and weight 
[Sramek-Bernstein]) as well as features of the  Z0 and dZ/dt 
waveforms. A key feature used by all SV equations is left 
ventricular ejection time (LVET). This interval, represent-
ing the time between the opening and closing of the aortic 
valve, is measured as the time between the B and X points 
on the dZ/dt waveform (Fig. 7). As with PEP, accurate SV 
values depend on proper placement of the B point (see Part 
IV—> Data cleaning and preprocessing—> Marking the B 
point).

Mean arterial pressure (MAP) Mean arterial pressure is a 
measure of average blood pressure during the cardiac cycle. 
MAP is a determinant of TPR, where higher values are asso-
ciated with greater threat. MAP is calculated as a weighted 

average of systolic blood pressure (SBP; the point of highest 
pressure) and diastolic blood pressure (DBP; the point of 
lowest pressure), where MAP = 1

/

3
× ((2 × DBP) + SBP) 

(Blascovich, et al., 2011). This weighting reflects the differ-
ence in length between these two components of the cardiac 
cycle.

Calculating level II measures

After computing the Level I measures (HR, PEP, SV, and 
MAP) with your software of choice, calculating the Level 
II measures (CO and TPR) is straightforward. While your 
software may output CO and TPR along with the Level I 
measures, it is recommended that you calculate these values 
manually (see Part IV—> Dealing with outliers below).

Cardiac output (CO) Cardiac output is the volume of blood 
(L) pumped by the heart in one minute. It is considered a 
measure of cardiac efficiency. Higher values are associ-
ated with greater challenge and less threat (Blascovich & 
Tomaka, 1996; Blascovich et al., 2011). CO is simply cal-
culated as the product of SV (ml) and HR (bpm), with a 
conversion factor to convert the unit to liters (Blascovich 
et al., 2011):

Total peripheral resistance (TPR) Total peripheral resistance 
is a measure of the peripheral vasculature’s overall resist-
ance to blood flow. Higher values are associated with greater 
threat and less challenge (Blascovich & Tomaka, 1996; Blas-
covich et al., 2011). TPR is generally expressed in units of 
dyne-seconds ·  cm−5, and is calculated as (Sherwood et al., 
1990):

Dealing with outliers

After data cleaning and preprocessing, researchers must 
consider an approach to dealing with outliers. This includes 
identifying whether outliers are of enough magnitude to 
require modification (Reifman & Keyton, 2010). If so, the 
source of variation should be considered. While outliers 
from incorrect data entry, measurement error, syntax errors, 
or entries which are not a member of the intended popu-
lation may require removal or correction, values from the 
intended population which show extreme values may require 
other treatment (Reifman & Keyton, 2010; Tabachnick & 
Fidell, 2007). Before engaging in methods to alter outliers, 
researchers need to decide whether the outliers at hand are 

CO =
SV × HR

1000

TPR = 80 ×
MAP

CO

Fig. 7  Level I measures derived from the ECG  (green) and dZ/
dt (blue) waveforms
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due to the errors mentioned above or are a true reflection of 
extreme values (Reifman & Keyton, 2010). Researchers may 
also consider whether variable transformation is a suitable 
method to retain normality (Tabachnick & Fidell, 2007).

If choosing to alter outliers, two options are trimming 
and winsorizing. Trimming refers to the method of simply 
removing a given number (k) of outliers on either end of 
the distribution. Winsorizing does not remove outliers, but 
transforms them to be less extreme. Outliers can be changed 
to the value of the closest non-outlying value or a set percen-
tile (Reifman & Keyton, 2010). If trimming or winsorizing 
is a preferred method, a number of additional decisions must 
be considered, including whether or not to trim or winsorize 
the data symmetrically or asymmetrically (Reifman & Key-
ton, 2010), and what cut-off point to use for outlier selection. 
Example methods include a set standard deviation (Tabach-
nick & Fidell, 2007) and a fixed proportion of the sample, 
which may or may not take into consideration the actual 
pattern of data (Reifman & Keyton, 2010; Ruppert, 2006).

Although the choice is at the discretion of the researcher, 
winsorizing may be preferable in the case of small sample 
sizes in order to retain statistical power (Reifman & Keyton, 
2010). In any case, ensure to report your decisions and justi-
fications for your chosen approach, particularly if excluding 
outliers (De Veaux et al., 2012).

Both trimming and winsorizing can be performed on 
Level I and Level II measures. Therefore, it may be ben-
eficial to calculate Level II measures manually from Level 
I measures after data-cleaning, rather than using software 
output of Level II measures. Critically, all treatment of outli-
ers should take place prior to hypothesis testing.

Preliminary analyses 

Reactivity scores

Challenge and threat researchers, as well as those using 
other psychophysiological frameworks, tend to use CO and 
TPR reactivity scores as dependent variables to examine the 
cardiovascular changes associated with psychological pro-
cesses (Llabre et al., 1991; Tomaka et al., 1993). A reactivity 
score reflects the change in activation from baseline to task. 
It is calculated for each physiological measure of interest 
by subtracting the baseline value from the task value. This 
approach helps to overcome the aforementioned issues with 
interpreting raw values, which arise from the limitations of 
the measurement techniques and individual differences.

Tests of engagement

Challenge and threat states are theorized to occur in moti-
vated performance situations, which require the participant 

to be actively engaged in the task at hand and be motivated 
to succeed (Blascovich & Mendes, 2000; Blascovich et al., 
2011). Therefore, it needs to be demonstrated that partici-
pants are suitably engaged before interpreting data through 
the lens of the BPS-CT.

Two indices are typically considered for this purpose, 
often together. The first is PEP (sometimes recoded as ven-
tricular contractility, VC), which has been validated as an 
index of sympathetic activation (Schächinger et al., 2001). 
Specifically, decreased PEP (increased VC) indicates greater 
sympathetic activation, and therefore greater task engage-
ment under the challenge and threat framework. The sec-
ond index is HR, which is a function of both sympathetic 
and parasympathetic control (Levy, 1977; Berntson et al., 
1993). Under the view that engagement is proportional to the 
degree of sympathetic influence on the cardiovascular sys-
tem (Obrist, 1981; Wright & Kirby, 2001), PEP may there-
fore be considered a more valid measure of task engagement 
than HR. While HR may be sensitive to sympathetic activity 
in situations of high demand, conclusions about task engage-
ment should not be drawn from HR alone.

Challenge and threat index (CTI)

The Challenge and Threat Index (CTI) combines CO and 
TPR reactivity scores into one measure. This is achieved by 
first standardizing each participant’s CO and TPR reactiv-
ity scores into Z-scores (Blascovich et al., 2004; Kassam 
et al., 2009). In other words, each participant should have 
one standardized CO reactivity score and one standard-
ized TPR reactivity score for each baseline-task pair. Then 
the standardized TPR score is reverse-coded (multiplied 
by –1) and summed with the standardized CO score. This 
produces a single score for each baseline-task pair, where 
higher scores indicate more challenge-like reactivity and 
lower scores indicate more threat-like reactivity. The oppo-
site pattern can be achieved by reverse-scoring CO instead, 
if desired for ease of interpretation or presentation purposes 
(Kassam et al., 2009). Either way, the CTI is a useful index 
for summarizing overall cardiovascular reactivity in a sin-
gle variable. However, researchers vary in their choice of 
whether or not to combine CO and TPR into this overall 
index, and this choice depends on the goals of the research 
and the intended audience. While the CTI provides a clean 
and simple way to present results, authors should be clear 
about the particular components that drive these effects. 
Importantly, the CTI should not be used to obscure a lack 
of significance in either TPR or CO. Because TPR and CO 
are meaningful in and of themselves, we recommend that 
researchers report these values individually as well, at the 
very least as supplementary materials. Such comprehensive 
reporting is essential to increasing transparency in this area 
of research.
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Primary analyses

Recall that under the BPS-CT, greater challenge is associ-
ated with an increase in CO and a decrease in TPR, whereas 
greater threat is associated with a decrease or no change 
in CO and an increase or no change in TPR (Blascovich & 
Mendes, 2000; see Table 1 for further details). On the basis 
of these patterns, one can test whether a manipulation pro-
duces cardiovascular responses suggesting greater challenge 
or greater threat compared to a control condition. Keep in 
mind, however, that challenge and threat are indicated by 
measures of reactivity or change, not absolute value. There-
fore, different absolute values of cardiovascular measures 
between experimental and control conditions do not con-
stitute evidence that the experimental manipulation has an 
effect. Instead, such a conclusion would require differences 
in the baseline-to-task change of cardiovascular measures 
between experimental and control conditions.

Suppose you hypothesize that a particular manipulation 
will increase participants’ tendency to exhibit greater chal-
lenge. This hypothesis would be supported if the experi-
mental condition (relative to the control condition) exhib-
ited greater increases in CO and greater decreases in TPR 
from baseline to task. Note, however, that the Challenge and 
Threat Index (CTI) uses change scores in its calculation, so 
it is inherently a measure of reactivity and can be compared 
between experimental and control conditions. Unlike physi-
ological reactivity scores, which measure change from base-
line to task, self-report measures (see Part III—> Special 
considerations in data collection—> Self-report measures) 
represent subjective appraisals at one time point, and may 
be compared directly between conditions.

In creating statistical models, researchers may consider 
adding baseline measures as covariates or, if performing mul-
tiple trials of the same task, adding the initial task measures 
as covariates. This can be used to control for dependencies 
between baseline values of a measure and the magnitude of 
its response to a stressor (see discussions related to the “Law 
of initial values”; e.g., Stern et al., 2001; Berntson, Uchino, 
et al., 1994; Berntson, Cacioppo, et al., 1994). Such deci-
sions are at the discretion of the researcher and should be 
accounted for in power analyses and included in the preregis-
tered plan (if applicable) prior to data collection and analysis.

Transparency in reporting

By this point it will be clear that employing psycho-
physiological measures in your study adds considerable 
“researcher degrees of freedom”, meaning that flexibil-
ity in data collection and analysis could allow different 
results and interpretations to be drawn from the same 
dataset (Simmons et al., 2011), potentially reducing con-
fidence in the findings. This problem can be mitigated 

by preregistering your physiological processing pipeline 
along with your hypotheses and study design, but in prac-
tice pre-specifying every detail of an analysis pipeline may 
be unrealistic (e.g., the need for off-line filtering may only 
be apparent after data collection). Therefore, transparently 
and thoroughly reporting your data collection and analysis 
decisions is also necessary to ensure your work is inter-
pretable and replicable by other researchers. To this end, 
we provide a checklist (Table 4) of necessary information 
to report when publishing your results, including often 
overlooked technical aspects of data collection and analy-
sis. For further reading about open science practices in 
psychophysiology, we direct readers to Garrett-Ruffin and 
colleagues (2021).

Concluding remarks

Research over the past 25 years has shown the BPS-CT to 
be a useful model that provides a validated link between 
physiological measures and psychological constructs. The 
model is flexible in its use, as the core requirements for 
eliciting challenge and threat (including goal relevance, 
evaluation, and active performance) can be easily incor-
porated into other methodological paradigms. Indeed, the 
occurrence and malleability of challenge and threat have 

Table 4  Methods reporting checklist

✓ Data collection and analysis decisions

Manufacturer and model names of all acquisition equipment, 
including all modules (ECG, ICG, and BP)

Blood pressure technique and sampling interval
Sampling rate and other hardware parameters (including 

hardware filter settings, gain, ICG current frequency, and 
range/scaling where applicable)

Electrode type used (e.g., band or spot)
Electrode configuration used (for both ECG and ICG)
Acquisition software used (including version number)
Analysis software used (including version number)
Equation used to calculate SV (e.g., Kubicek, Sramek-

Bernstein)
Methods used to calculate Level I measures (software-

dependent)
Digital filter parameters (filter type, cutoff frequency, filter 

order, transition bandwidth etc.; see Cook & Miller, 1992) 
and justification for their application

Analysis windows (length and relationship to other events in 
the task)

dZ/dt censoring procedure (if applicable)
Missing data rates and thresholds for exclusion
Winsorizing procedure and thresholds (if applicable)
Any special considerations related to your particular research 

design (e.g., use of ambulatory equipment, dyadic record-
ing etc.)
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been demonstrated within standardized tasks such as the 
Trier Social Stress Test (Jamieson et al., 2012; Kassam 
et al., 2009), Remote Associates Test (Seery et al., 2009), 
and Graduate Record Examination (Vick et al., 2008). 
The validity and interpretability of this model, as well as 
its applicability across a variety of paradigms and fields 
of research, make it a powerful tool.

It is important, however, for researchers to be aware of 
the practical requirements of this tool. Although long-term 
payoffs can be rewarding, start-up costs can be high. While 
some systems (e.g., ICG, ECG) allow for precise measure-
ments at reasonable costs, other systems (e.g., blood pres-
sure machines) present a delicate balance between precision 
and price. Such decisions can be made by jointly consider-
ing the nature of the task, the norm in the relevant area of 
research, and the availability of resources.

Furthermore, the logic of psychophysiological inference 
is important, and should not be taken for granted. Using a 
validated model such as the BPS-CT increases confidence 
in drawing psychological inferences from physiological pro-
cesses, but researchers should still be aware of the underlying 
logic and related challenges when interpreting results (see 
Part I—> What is psychophysiology and why is it useful?).

Overall, conducting a psychophysiological experiment 
based on the BPS-CT requires non-trivial resources and 
skills. By detailing the benefits, limitations, requirements, 
and practical steps above, this tutorial seeks to (1) inform 
researchers about whether and how to incorporate this tool 
into their methodological repertoire and (2) provide an out-
line for what kinds of methodological details should be rou-
tinely reported in research articles to enhance transparency 
and replicability. Our hope is that for researchers planning 
to conduct their first psychophysiological experiment, with 
the aid of this tutorial, the process will be less of a threat but 
more of a feasible and rewarding challenge.

Appendix A: Acronyms

Acronym Term

AC Alternating current
ANS Autonomic nervous system
BP Blood pressure
BPM Beats per minute
BPS-CT Biopsychosocial model of chal-

lenge and threat

Acronym Term

CO Cardiac output
CTI Challenge and threat index
DBP Diastolic blood pressure
DC Direct current
ECG or EKG Electrocardiography
HP Filter High-pass filter
HPA axis (or PAC axis) Hypothalamic–pituitary–adrenal 

axis
HR Heart rate
ICG or ZCG or ZKG Impedance cardiography
LP Filter Low-pass filter
LVET Left ventricular ejection time
MAP Mean arterial pressure
MEAP Moving ensemble average pipeline
PEP Pre-ejection period
SAM axis Sympathetic–adrenal–medullary 

axis
SBP Systolic blood pressure
SV Stroke volume
TPR Total peripheral resistance
VC Ventricular contractility

Appendix B: Data censoring and point 
detection

This appendix provides examples of censoring criteria prior 
to ensemble averaging the ICG waveform, using MEAP's 
Inspect Data function (Cieslak et al., 2018). These examples 
are meant to serve as a guide of possible censoring criteria, 
based on the combined experience of the authors. Although 
censoring criteria may vary by researcher, it is important 
to remain consistent across participants within a particular 
investigation. We recommend establishing a firm cut-off for 
the amount of censored data after which the participant is 
excluded. For example, you may decide that having to cen-
sor > 25–30% of the cycles results in exclusion. For further 
recommendations regarding B point detection after ensem-
ble averaging, see Figure 6, and VU University Ambula-
tory Monitoring System’s (VU-AMS) resource ‘Impedance 
scoring’ (VU-AMS Ambulatory Monitoring System, n.d.: 
http:// www. vu- ams. nl/ suppo rt/ previ ous- ams- versi ons/ manua 
ls/ amsimp/ imped ance- scori ng/).

http://www.vu-ams.nl/support/previous-ams-versions/manuals/amsimp/impedance-scoring/
http://www.vu-ams.nl/support/previous-ams-versions/manuals/amsimp/impedance-scoring/
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Main features of an ICG (dZ/dt) cycle:

Clear peak (I) immediately after the corresponding 
ECG peak (II)
Smaller peaks/variation (III) following the first peak

Minor deviations (no censoring recommended):

Double peak (I):

Second peak (I) which is still lower in magnitude than 
the first (II):
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Minimal variation (I) after the peak (II):

Small notch (I) just before the peak (II):

Slow decrease (I) after the peak (II):

Major deviations (censoring recommended):

No discernible peak (or unclear which is the true peak):
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Multiple peaks of the same magnitude within one ECG 
cycle (I) (or greater magnitude of later peaks):

Large spikes (I) or drops (II):

Unusually high magnitude of peak (I) in relation to other 
cycles:
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When censoring

If a cycle is disrupted or unusable, censor the entire cycle, 
being careful to stop just before the following ECG peak 
so as not to disrupt the following cycle:

Note that you will likely need to censor multiple cycles 
together if the disturbance is due to significant movement 
or some other disruption. Censor until the next clean 
cycle:

Appendix C: List of items to acquire

Item Description

Computer An up-to-date, stable computer for 
recording signals, pre-processing 
and analysis

Modular acquisition system Modular acquisition systems inte-
grate the incoming signals from 
each modular component and 
relay them to the computer

Examples:
Biopac MP series, Mindware 

BioNex series
ECG hardware amplifier Amplifies the incoming electrical 

potential signals for digitization
Examples:
Biopac ECG100C amplifier, 

BioNex Impedance Cardiograph 
& GSC 2, VU-AMS

ECG electrodes Measures electrical potential at the 
skin. Typically Ag/AgCl elec-
trodes are used. Reusable and 
pre-gelled disposable varieties 
are available. With large sample 
sizes, the former are more cost-
effective and produce less waste, 
but require more maintenance

ECG leadwires Interfaces the electrodes to the 
hardware amplifier

Refer to manufacturer’s documen-
tation to determine which cables 
are necessary
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Item Description

ICG hardware amplifier Delivers current to the skin and 
measures voltage for determina-
tion of thoracic impedance

Examples:
Biopac NICO100C amplifier, 

BioNex Impedance Cardiograph 
& GSC 2, VU-AMS, Physi-
oFlow Enduro

ICG electrodes Measures electrical potential at 
the skin. May be spot or band 
electrodes depending on your 
chosen configuration (see Part 
II—> Impedance cardiogra-
phy- > ICG setup). If using 
spot electrodes, typically the 
same considerations as ECG 
electrodes apply (see ECG elec-
trodes, above)

ICG leadwires Interfaces the electrodes to the 
hardware amplifier

Refer to manufacturer’s documen-
tation to determine which cables 
are necessary for your chosen 
electrode configuration (see Part 
II—> Impedance cardiogra-
phy- > ICG setup)

Blood pressure measurement 
unit

Measures blood pressure using 
one of various techniques (see 
Part II—> Blood pressure)

Examples: Biopac NIBP100 
(A-E), CNSystems CNAP moni-
tor, Finapres, Finometer

Transducer amplifier for blood 
pressure

May be necessary to interface 
blood pressure unit with modular 
research system

Examples:
Biopac DA100C; BioNex 4-Chan-

nel Transducer Amplifier
Acquisition software For recording, processing and 

analysis of physiological data
Examples:
Mindware BioLab, Biopac Acq-

knowledge, MEAP, VU-DAMS
Miscellaneous items
Paper towel/cleansing wipes Assists in cleaning the electrode 

site to improve attachment
Electrode gel Assists in maintaining proper con-

nection (note: many electrodes 
come pre-gelled, but may require 
more gel)

Abrasive gel Lightly abrades skin to remove 
dead skin and other debris, 
improving electrical contact

Example:
Nuprep Gel

Medical tape Helps secure electrodes, particu-
larly in the case of excess dirt, 
hair, or sweat

Item Description

Measuring tape Used to measure participant 
dimensions and distance 
between electrodes

Storage solutions (e.g., clips, 
containers, ties)

Helps maintain and store wiring 
and supplies to prevent damage, 
drying out, and save time organ-
izing

Hard-drive backups or secure 
online server storage

Secures your data against hard-
ware malfunctions, accidents etc
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